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|. Unternehmen und Geschaftszweck

Unser Unternehmen ist Anbieter von Losungen rund um das Themenfeld "Talent Acquisition". Der Einsatz von
Kinstlicher Intelligenz (KI) spielt dabei in Zukunft eine immer starkere Rolle, um innovative Dienstleistungen
anbieten zu kénnen.

Unsere Standardsoftware-Losungen werden von Personalabteilungen anderer Unternehmen eingesetzt, um
Bewerbendendaten und Mitarbeitendendaten zu managen. Sollten wir in unsere Standardsoftware-Losungen
eine Kl einbauen, fallen wir grundsétzlich unter die Definition eines Hochrisikosystems i.S.v. “Anhang Ill 4.
Beschaftigung, Arbeitnehmermanagement und Zugang zur Selbststandigkeit” des Al-Acts.

Weiterhin bieten wir unseren Kunden Beratung und Dienstleistungen rund um das Thema Recruiting, Employer
Branding und Stellenanzeigen an.

Unsere Kunden vertrauen uns im Rahmen der Software-Nutzung als auch bei Projekten zahlreiche sensible
Daten an (bspw. Bewerbendendaten, Mitarbeitendendaten, aber auch Betriebsgeheimnisse) an. Diese zu
schitzen ist fir unser Unternehmen existenziell notwendig - ein Datenverlust kann Schdden zur Folge haben,
die fur unser Unternehmen (lebens-)bedrohlich wéren.

Um einen rechtskonformen Einsatz von Kl zu gewahrleisten, sind auch grundsatzliche Verhaltensanweisungen
fur die Mitarbeitenden erforderlich.

Diese sind Gegenstand dieser Richtlinie. Die Verhaltensanweisungen dieser Richtlinie kdnnen durch spezifische
Anweisungen fiir einen Umgang mit Kl in besonderen Fallen (z.B. in spezifischen Projekten) erganzt oder
konkretisiert werden.

Il. Scope dieser Richtlinie

Diese Richtlinie gilt fir alle Mitarbeitenden der d.vinci HR-Systems und der d.vinci Personalmarketing. Sie
beschreibt den verantwortungsvollen, transparenten und ethischen Umgang mit KI. Sie bezieht sich auf alle
Tatigkeiten, die den Einsatz von KI-Technologien betreffen. Somit gilt diese Richtlinie fiir alle
Unternehmensbereiche und alle Prozesse von d.vinci.
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[Il. KI im Spannungsfeld

Der Einsatz von KI im Unternehmen erfolgt im Spannungsfeld von Datenschutz, Informationssicherheit,
Urheberrecht und des Al-Acts.

IV. Ziele & Anforderungen
1. Ziele

e Entwicklung innovativer Losungen, die unseren Mitarbeitenden und unseren Kunden einen echten
Mehrwert bieten und ihre Prozesse verbessern.

e Sicherstellung des verantwortungsvollen, transparenten und ethischen Einsatzes von KI-Technologien.

e Schutz personenbezogener Daten, Einhaltung der Datenschutz-Grundverordnung (DSGVO).

e Schutz von Geschéaftsgeheimnissen.

e  Gewabhrleistung der Informationssicherheit durch angemessene SchutzmafRnahmen auf Grundlage der
ISO 27001.

e Wahrung des Urheberrechts und Schutz geistigen Eigentums.

e Einhaltung der Regelungen des Al-Acts (https://artificialintelligenceact.eu/de/das-gesetz/ )

2. Anforderungen

e Transparenz und Nachvollziehbarkeit der durch KI-Systeme getroffenen Entscheidungen, um bei
Bedarf menschliches Eingreifen méglich zu machen.

e Schulung der Mitarbeitenden im Umgang mit Informationen, abhdngig von deren Klassifizierung.

e RegelmiRige Uberpriifung und Aktualisierung der SicherheitsmaRnahmen.

e Dokumentation und Kennzeichnung von durch Kl erstellten Inhalten.

V. Grundsatze fir den Einsatz von Kl

1. Verantwortungsvoller Einsatz von Kl
KI-Technologien sind stets unter Berticksichtigung unserer Werte und Prinzipien und unter
Berucksichtigung ethischer Grundsatze einzusetzen. Kl soll den Menschen unterstiitzen und erganzen,
nicht ersetzen. Entscheidungen, die durch KI-Systeme getroffen werden, miissen transparent,
nachvollziehbar, vorurteilsfrei, erklarbar und fair sein.

2. Datenschutz und Informationssicherheit
Wir erheben, verarbeiten und speichern keine personenbezogenen Daten in KI-Systemen ohne die
ausdriickliche Einwilligung der Betroffenen. Wir halten alle SicherheitsmaBnahmen zum Schutz der
Daten ein.

3. Urheberschutz
Wir achten darauf, in KI-Systemen die Rechte Dritter zu respektieren und die eigenen Rechte zu
schiitzen. Dabei beachten wir die geltenden Urheberrechtsbestimmungen bei der Erstellung von
Inhalten mit Hilfe von KI-Systemen.

4. Sicherer Einsatz von KI-Systemen
Wir legen Wert darauf, die Nutzung von KI-Systemen mit Bedacht zu gestalten. Durch die Definition
von vorgegebenen KI-Systemen, die nicht lernend sind und deren Server in Europa stehen, stellen wir
sicher, dass die Informationen und Daten von d.vinci, unseren Kunden, Partnern, Bewerbenden oder
weiteren Dritten Parteien ihrem Schutzbedarf entsprechend geschiitzt sind. Dies ermdglicht unseren
Mitarbeitenden, diese Systeme sicher und im Rahmen ihres jeweiligen Anwendungsbereichs zu nutzen
und gleichzeitig die Vorteile der KI-Technologie voll auszuschépfen. So schaffen wir eine sichere
Umgebung, in der innovative Losungen und Services entwickelt werden kdnnen. Vertrauliche
Informationen dirfen jedoch nicht in die vorgegebenen KI-Systeme eingegeben werden.
Die drei vorgegebenen Systeme, die Mitarbeitende von d.vinci fur ihre tagliche Arbeit nutzen dirfen,
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sind:
a) Langdock
b) Microsoft 365 Copilot
c) OpenAl ChatGPT in der ChatGPT Team Variante
Die Nutzung weiterer KI-Tools ist dann nur erlaubt, wenn
- deren Server in Europa stehen
- keine vertraulichen und keine eingeschrankt internen Informationen eingegeben werden, und
- diese KI-Tools unsere Informationen nicht zum Anlernen eines Sprachmodells nutzen.
Das Gleiche gilt fur Falle, wenn in anderen Systemen, die wir nutzen, Kl-Features angeboten werden.
Im Zweifel bitte kurz Riicksprache mit dem KI-Verantwortlichen halten.

5. Fir die d.vinci Softwareentwicklung gilt: Beim Einbau von Kl in unsere Software stellen wir sicher, dass
keine Daten genutzt werden, um das Gesamtmodell — wie beispielsweise ChatGPT 40 — durch "Lernen’
zu verbessern oder zu optimieren. Darliber hinaus nutzen wir ausschlieRlich KI-Systeme, deren Server
in der EU liegen, um den Schutz sensibler Daten zu gewahrleisten. Falls wir jedoch ein eigenes Modell
betreiben oder nutzen sollten, kdnnte das Lernen unter definierten und kontrollierten Bedingungen
moglich sein. Dabei stellen wir jedoch sicher, dass niemals das Gesamtmodell lernt, sondern
ausschlieflich innerhalb der "d.vinci Umgebung" trainiert wird, um gezielt Verbesserungen fiir unsere
spezifischen Anwendungsfalle zu ermaoglichen.

VI. Verankerung der Grundsatze im taglichen Umgang mit Ki

Wie werden die oben genannten Grundsatze in Zukunft gelebt? Welche MaRnahmen zur Konformitat sind
erforderlich, um den ethischen, transparenten und rechtskonformen Einsatz von Kl im Unternehmen zu
gewabhrleisten.

1. Vertrauen nach innen
Unsere Mitarbeitenden dirfen KI-Systeme nutzen. Unser Miteinander basiert auf Vertrauen!
Wir vertrauen auf den verantwortungsvollen Umgang unserer Mitarbeitenden (siehe oben).

2. Meldung bei VerstéRen und UnregelmaRigkeiten
Wird versehentlich gegen die Vorgaben dieser Richtlinie verstoRen oder werden UnregelmaRigkeiten
eines KI-Systems festgestellt, muss der Informationssicherheitsbeauftragte, der Datenschutzberater
oder die Geschéaftsfihrung informiert werden. In diesem Fall wird geprift, ob ein
Informationssicherheitsvorfall vorliegt, der entsprechend behandelt werden muss.

3. Eigenverantwortlichkeit und Verantwortlichkeit der People Leads
Unsere Mitarbeitenden sind selbst dafiir verantwortlich, diese Richtlinie einzuhalten. Unsere People
Leads sind wiederum dafiir verantwortlich, dass die Richtlinie in ihren Teams eingehalten werden.

4. RegelmaRige Schulungen und Sensibilisierungen
Unsere Mitarbeitenden nehmen regelmaRig an Schulungen zum Umgang mit Kl teil, die im Rahmen
der jahrlichen Awarenessschulung fiir Datenschutz und Informationssicherheit stattfinden werden.
Diese Sensibilisierungsmalnahmen sollen sicherstellen, dass den Mitarbeitenden die Bedeutung des
Umgangs mit KI-Systemen bewusst ist und sie entsprechend handeln.

5. Dokumentation
Wourde eine Kl in unsere Softwaresysteme (Bewerbermanagementsystem, Onboardingsystem und
zukiinftige Softwaresyteme) eingebaut, wird dies sowie auch das von der Kl generierte Ergebnis aus
Transparenzgriinden gekennzeichnet. Diese Transparenz ist beispielsweise durch die Kennzeichnung
mit dem Icon eines Roboters &oder eines Funkelns # herzustellen. Die genaue Umsetzung dieser
Transparenz bleibt den jeweiligen Teams lberlassen.

6. Benennung eines KI-Verantwortlichen fir Hochrisikosysteme
Zur Sicherstellung der Konformitat mit der KI-Verordnung wird eine verantwortliche Stelle (,KI-
Verantwortlicher”) benannt. Diese Person Uberwacht speziell die Einhaltung der regulatorischen
Anforderungen fir Hochrisikosysteme gemal Al Act und koordiniert die notwendigen Audit-Prozesse.

7. Verantwortung fur Hochrisiko-KI-Systeme
Wir bestatigen, dass Teile unserer Software, Kl-Lésungen i.S.v. ,Hochrisiko-KI-Systemen” gemalR
Anhang Il des Al-Acts sind. Damit verbunden ist eine besondere Verantwortung und erweiterte
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Verpflichtungen. Darunter fillt eine umfassende Risikobewertung, ein kontinuierliches Monitoring zur
Risikominimierung sowie erweiterte Dokumentationspflichten zur technischen Funktionsweise und
den moglichen Risiken der KI.

VII. Schlussbestimmungen

Die KI-Richtlinie soll kein Schattendasein fiihren, sondern in der tagtdglichen Arbeit aller Mitarbeitenden
verankert sein, ohne als "Ballast" wahrgenommen zu werden. Wir wiinschen eine pragmatische und
rechtskonforme Anwendung.

Wir glauben, dass das Wissen unserer Mitarbeitenden die beste Basis fiir stetige Verbesserung ist. Wir
ergreifen MalRnahmen, um das Feedback und das Wissen der Mitarbeitenden transparent zu machen und in
die Verbesserung der KlI-Richtlinie mit einfliefen zu lassen. Ebenso wiinschen wir uns jederzeitiges Feedback
von Mitarbeitenden Uber die Wahrnehmung und Wirksamkeit der KI-Richtlinie.

Weiterhin lassen wir die KI-Richtlinie regelmaRig auditieren, um Verbesserungspotenziale zu erkennen und
umzusetzen.




